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Abstract
Social media platforms are digital environments in which two key species inhabit: bots and
humans. Bots are automated accounts that have been observed to affect businesses, country-wide
elections, healthcare discourse and even the entertainment sphere. A long string of efforts have
been dedicated to detection social media bots. However, common approaches are constrained
by their binary classification of bot/human users. This binary classification scheme collapses
the diverse variations of bots into a single class, and collectively group bots as malicious digital
actors. These assessments focus on a one-dimensional view of bots and thus lose the nuance of
the variations within the bot species, and the dynamic intra- and inter-species interactions.

This thesis approaches the bot-human nexus as two unique and dynamic organisms interact-
ing within the social media space. The heart of this thesis examines two questions: How do bots
and humans co-exist in the social media landscape? Are there different types of bots in social
media and do they have unique characteristics? Within this thesis, I leverage on computational
social science and network science methods to characterize the bot species and its interaction
with humans. At the ecosystem level, I use linguistic and network methods to differentiate
between a bot and a human, and characterize the similarities and differences between the two
species in terms of the type of language used, the expression of social identities and emotions,
and their network communication structures. At the habitat level, I analyze bot detection models
and showcase the diverse bot types through a typology of bots. This expands the detection of
social media bots to provide details into bot detection algorithms and the types and mechanics of
the bot species. At the community level, I build on current research on synchronization on social
media to analyze intra-species interactions through three dimensions: temporal, narrative and
image coordination, which results in groups of bots deliberately spreading a specific message.
At the ecosystem interaction level, I analyze how bots capture the hearts of humans through cog-
nitive biases. Through empirical observations, I profile the tactics, techniques and procedures.
Finally, I observe ecosystem changes by connecting both bot and human activity through a social
influence model. This model simulates the changes in the ecosystem and towards each species in
terms of their expressed opinion towards a topic, investigating whether the ecosystem can eventu-
ally find a balance. Collectively, these contributions enhance our social scientific understanding
of the nature, interactions and impact of social media bots, and underscore the importance of
theoretically informed computational methods to observe and engage this unique species.
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Chapter 1

Introduction

1.1 Overarching Thesis Goals

Social media platforms are internet-based applications used for social networking, which in-
cludes creating user-generated content and making connections with other people. Social media
bots, or bots for short, are automated accounts controlled by software algorithms instead of hu-
man users [56]. These creatures have gained the attention of social cybersecurity researchers
because they have been observed to amplify disinformation [20], manipulate opinions [86] and
disseminate propaganda [53]. Some of these online conversations eventually spillover into the
offline world, resulting in threats to public safety like protests [62, 75].

Past researchers built numerous computational methods to differentiate between bots and
humans in the social media space. However, these approaches typically consider bot detection
in isolation from its social context through binary labels of bots and humans. Despite there not
being a good/bad bot label resulting from these bot algorithms, a large proportion of studies focus
on bots for malicious uses [4, 9, 30, 67]. Similarly, a large proportion of people believe that bots
are used for malicious purposes [5]. But there are good bots too. Bots are not homogeneous and
are used for a variety of purposes [4], from content moderation to chat bots for social good to
organizing volunteers in times of crisis [40, 83, 93].

Fundamentally, this thesis examines the following questions: Can bots and humans coexist
in the social media habitat? Are there different types of bots in social media and do they have
unique characteristics? With these research questions, this thesis argues that bots and humans
are unique and dynamic species within the social media ecosystem: the bot species need to be
understood in terms of its differences from the human species, its variations, its communities and
finally its relationship with humans. I propose methods to examine the bot-human nexus via an
ecosystem perspective on social media in terms of social and computational aspects, and make
sense of the massive bot-human communication patterns and interpretations of automated bot
messages and interactions. Throughout this work, I contribute to interdisciplinary theory around
social media bots, a typology for the different archetypes of bots, new tools for identification and
characterization of bots and the bot-human interaction, and a wide range of empirical insights
across global and regional events and several social media platforms.
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1.2 Literature Review
Social media bots have been of great interest of the computational social science world because
of their increasing population in our online ecosystem. Studies estimate that more than half of
the traffic on the Internet is generated by bots [57], a quarter of the tweets on Twitter is created
by bots [25], and two-thirds of the links posted on Twitter are generated by bots [104]. The use
of software automation, whether through official Application Programming Interfaces (APIs)
provided by the social media platforms, or by unofficial means such as web scraping methods,
means that these accounts can disseminate information very quickly and to a wide range of users
[78]. Automation provides a low-cost and low-effort solution for large social media reach com-
pared to using human resources [4], coupled with the poor ability of humans to differentiate bots
from human users [33], bots can be used as an amplification device in disseiminating information
campaigns through a social network [105]. These creatures are of note to researchers because
they have significantly impacted public opinions, both for better and for worse. Bots can stoke
anger and fuel protests [30, 67], as well as spread positive messages [63] and chatbots for medical
triage and mental health support [40].

Bots are created for many different goals, ranging from marketing to politics, and their be-
haviors vary based on those distinct goals [4]. In literature, bots are mostly observed for their
malicious uses. For example, bots have been observed in the 2011 Egyptian uprising to be
distributing manipulative and potentially disruptive political discussions, such as supporting vi-
olence and human rights abuses [30]. Another example includes Russian troll bots have been
observed to generate over 10 million tweets as part of their influence campaign during the 2016
US presidential elections, participating in activities such as stoking political fears, influencing po-
litical debates and circulating memes [4, 9]. These online conversations are concerning because
human users can be influenced by the messages and ideologies, and eventually the disruption
stoked online can spillover to the offline world and result in protests, riots or manipulated voting.

However, there are good bots too. Chatbots for social good provide low-cost conversational
interfaces to support medical triage, mental health support and education [40]. Amplifier bots
can be used to support positive behaviors such as encouraging vaccinations [63]. During the
coronavirus pandemic, many public health agencies and pro-vaccination groups worked through
the Twitter social media platform to disseminate good health habits and encourage and enhance
the uptake of vaccination [109].

To identify bots on social media quickly and at scale, a series of past work constructed a
string of bot detection algorithms [79]. These algorithms make use of a large range of input,
from a social media user’s text posts, to account features like screen names [15]and account
description [70], to account metadata like the number of followers and number of likes [46],
to temporal information [26], to network information [37, 38]. There are also a wide range of
algorithm architectures implemented in bot detection algorithms: random forests [14], logistic
regression [49], convolutional neural networks [34], long short-term memory [102] and other
neural network methods [79], deep learning methods [49, 56], temporal-based methods [26] and
graph-based methods [37, 38]. Usages of these bot detection algorithms in online social media
networks include influence campaign detection [17] and identifying the impact of bot activity on
information propagation [67].

Unfortunately, these algorithms are with bias, for many of the datasets used for training these
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bot-detection algorithms are comprised of a singular instance of bots (e.g., political, financial),
thus training the classifier to differentiate bot/human users results in classifier overfitting, re-
ducing generalizability [85, 99]. The training data are typically manually annotated, whereby
experts identify the bot nature of a series of accounts. However, this identification can be subjec-
tive, which then result in downstream classifier errors [12].

Bot detection algorithms can also be evaded, just like most feature-based machine learning
algorithms. Bot features are constantly evolving over the years, therefore making a robust bot
classifier can be challenging [70]. Social bot detection research is currently working on a cat-and-
mouse-game model [28], hence we approach this problem through identifying bots by behavioral
features, which are harder to evade [107].

To persuade humans, bots use a variety of persuasion techniques. Humans on social media
can be swayed by information cascades or social contagion, resulting in an adaptation of their
behavior based on their perception of the behavior or thinking of other users [13]. Anti-vaccine
bots during the 2020 coronavirus pandemic attempt to persuade people against the the vaccine,
increase fear and vaccine hesitancy by: constructing anecdotal evidence or stories; using hu-
mor and sarcasm; participating in conversations; and questioning the information [84]. During
their attempt to persuade and influence users, bots probe the socio-cognitive biases of individ-
ual human users, including seeking belief-consistent information and homophily with connected
neighbors [27]. Exposure to social bots amplifies perceptual cognitive biases [106], and manipu-
lation of these perceptions can drive behavioral changes such as the adoption of different policies
or opinions [90, 103].

Bots also exhibit signs of collaboration among a community of accounts, where they form
cliques [61]. This concept is measured via synchronization of social media mechanics. That is
indicative from a high frequency of same sets of hashtags [100], or same sets of URLs [68] or
similar sentences [75]. The deliberate synchronization between users is termed as coordination.
Coordinated groups of bot accounts working together can manipulate the online discourse [75].
Multiple bot accounts can coordinate the posting of a message simultaneously or at staggered in-
tervals to achieve mass dissemination of the message across a wide network. Such bot networks
have been observed in the 2017 French presidential elections, sowing discord against the presi-
dent Emmanuel Macron with the amplification of the MacronLeaks campaign [39]. Coordinated
groups have also been observed to artificially manipulate information about elections online and
boost political identities, such as during the 2018-2019 Italian elections [42].

Coordination by bots in the online space is a multi-dimensional problem. Current techniques
to uncover coordinating users fundamentally make use of discovering anomalously high levels
of synchronized actions within a specific time window. This involves identifying users through
the use of a defined behavior trace that links two users within the same space [80]. Common
social media behavior that are used include: same retweets [100, 101], same user @-mentions
[62], same URLs [22, 42, 64] or similar texts [75]. These techniques are useful to preempt offline
protests, such as in the case where hashtag coordination had captured changes between online
coordination and offline protests in countries affected by the 2011 Arab Spring protests [87].

Finally, the coordination of pressures from social media bots can influence users to change
their opinions. Users have been observed to change their stance towards vaccination (from pro-
vaccine to anti-vaccine and vice versa) if their communication network consists of neighbors that
are of the opposite stance and are coordinating together [69]. This indicates that it is possible to
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manufacture artificial consensus through automated bot users in order to manipulate or influence
online opinion [81]. Bots in a bot network can work together to provide humans with multiple
exposures to an intervention (i.e., encouraging positive human interactions) [63]. This can be
done by exposing the human user to their own content as well as content from other bots within
the same network, all sharing the same message.
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Chapter 2

Data and Tools

2.1 Data
This thesis leverages on several large-scale datasets to understand bot characteristics in social
media. This thesis makes use of a hybrid data collection, where some datasets were obtained
from a repository, others were self-collected, and still others had a mix of obtaining certain
portions from a repository and supplementing that with additional data collection. The datasets
are summarized in Figure 2.1. In total, this thesis makes use of data from 4 social media platforms
(Twitter, Facebook, Instagram and Reddit), covering 10 different events across the world (i.e.,
Canada, France, Kashmir, United States). These datasets consists of over 200 million social
media users and over 5 billion social media posts.

2.1.1 Twitter1 Datasets
OSOME Bot Dataset (hybrid collection) is a series of datasets hosted on https://botometer.
osome.iu.edu/bot-repository/datasets.html, which consists of expert annotated
data of bot and human accounts in domains like political, entertainment and financial bots. Due
to Twitter’s Terms-Of-Service, only the account ID was shared on the OSOME website. To form
the dataset, complete with the user’s tweets and metadata, we rehydrated the datasets in June
2021, collecting 40 tweets per account using the Twitter V1 API for data collection. I chose 40
tweets because a prior study performed a systematic analysis on the stability of bot classification
showed that 40 tweets is a reasonable collection size for a consistent bot probability score [77].

Asian Elections (obtained from repository) follows the elections in Philippines, Indonesia,
Taiwan and Singapore that occurred during 2019 and 2020 [95, 96].

2018 Black Panther Movie (obtained from repository) was Marvel Studio’s first superhero
film with a strong female lead. This dataset follows the online discussion surrounding gender
diversity and misinformation about views from the actors [8].

1Although Twitter is recently renamed to X, I will still refer to the social media platform as Twitter throughout
this thesis, because the developer API is still named as Twitter Developer API
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Figure 2.1: Summary of Datasets used in this thesis. ∗ indicates the dataset was collected from a
repository. ∧ indicates the dataset was self-collected. ∗∧ means part of the dataset was obtained
from the repository but collection had to be done to obtain the full data.

2019 Canadian Elections (obtained from repository) took place on 21 October 2019. The
Liberal party won the vote and Justin Trudeau become the Prime Minister. The dataset follows
around six months of online campaigning and discussion about the election [55].

2020 US Elections (obtained from repository) dataset follows the United States elections
from the Primaries to the aftermath of the voting [71]. The Democratic party won the election
and Joe Biden was named the 46th President of the United States.

2020-2021 Coronavirus (hybrid collection) is a collection of tweets that stemmed from the
coronavirus pandemic during 2020-2021. This dataset follows one year of discourse on the health
pandemic. Most of the dataset is contained obtained from the lab’s central data repository, but I
had collected some portions related to conspiracy theories and the vaccine to supplement it.

2020 ReOpen America (obtained from repository) protests were launched across the United
States against the government lockdown response to the coronavirus pandemic. The dataset
follows three months of Twitter discourse during the heightened protests emotions [62, 71].

2021/2023 French Protests (hybrid collection) dataset followed the protests in 2020 to 2021
that revolved around the vow from French President Emmanuel Macron to protect the right to
caricature the Islamic prophet Muhammad as a cartoon, and the protests in 2023 revolving around
the pension reformed signed by the French President Macron. The 2021 dataset was obtained
from a repository, while the 2023 dataset was self-collected.

6



2023 Chinese Balloon (self-collected) dataset followed the online conversations on Twitter
about the Chinese balloon spotted over the US airspace in January 2023. The US announced it
was a surveillance balloon while China maintained it was a weather balloon.

2.1.2 Reddit Dataset (self-collected)

The Reddit dataset was curated in 2022. For bot accounts, we downloaded the 500 highest ranked
“bad bot” in BotRank 2, a crowdsourced list of bot ranking [92]. For the humans, we collected
users from 5 subreddits that generally require conscious writing and manually verified that the
users are likely to he humans. We use the PushShift API [11] to collect data for this dataset.

2.1.3 Instagram Dataset (self-collected)

The Instagram dataset was curated in 2022 through a manual collection, from an observation of
a group of accounts that followed an Instagram account within a few hours of the same day.

2.1.4 Facebook Dataset (self-collected)

was curated using CrowdTangle search tool for the 2022 United States midterm elections. We
use the Python Crowdtangle API 3 to collect this dataset.

2.2 Tools Used

This section describes computational tools are used throughout this thesis to identify bots, char-
acterize their activity and their interactions.

ORA is a dynamic network analysis and visualization tool with capabilities to import data from
several social media sites [23]. It is used in this thesis to handle calculations of social network
metrics such as centrality calculations, community detection and visualizations.

Psycholinguistic Analysis is done using the NetMapper software [23] and the LIWC soft-
ware [91]. These softwares produce lexical counts of well-studied psycholinguistic features like
pronouns, emotion words, identity terms and so forth. These tools make use of dictionary and
supervised machine-learning based methods to extract the relevant features. The tools were con-
structed for short texts like Tweets by training on the corresponding data types, and thus should
be generalizable across the social media texts studied in this thesis. Features returned from these
software are used for understanding linguistic properties of bots and humans and building ma-
chine learning and simulation models used in this thesis [69, 70].

2http://botrank.pastimes.eu
3https://github.com/UPB-SS1/PyCrowdTangle
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Bot Detection Algorithms are crucial to segregating the social media system into bots and
humans. This thesis employs several bot detection algorithms to generate probabilities of an
account showing automated activity. The probabilities range from 0 to 1, where a probability
closer to 1 represents a higher likelihood the account is a bot; and a probability closer to 0
represents a higher likelihood the account is a human. The primary tools used are: BotHunter
[14], BotBuster [70] and Botometer [98].

Construct is a framework for implementing agent-based modeling [58]. It facilitates reading
in network data from ORA and the simulation of a social influence model.

8



Chapter 3

Research Plan

Figure 3.1: Illustration of Thesis and Research Plan

This thesis is organized into five chapters. They present a cumulative view of the bot-human
nexus in social media via an ecosystem point of view adapted from natural habitat. Bots and
humans are two dynamic creatures that live in the digital social media space. This social media
space is an ecosystem (Ch 1), which can be partitioned into habitats of bots and humans (Ch 2),
within which we analyze communities of bots (Ch 3). A key ecosystem interaction is how bots
target human cognitive biases (Ch 4). Finally, we seek to understand ecosystem changes through
simulation (Ch 5). Figure 3.1 illustrates the big picture that this thesis tackles.
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3.1 Ecosystem: Bots vs Humans (Ch. 1)

3.1.1 Research Questions
This chapter provides the foundational empirical basis and theoretical understanding of the un-
derstanding of the two key species in social media spaces: bots and humans. This chapter works
at defining the core of this thesis: the bot. It builds on past research to develop a robust method-
ology to identify the bot. Then, this chapter works at profiling the similarities and differences
of the two species in terms of linguistic cues, self-presented identities and emotional values, and
communication network properties. The key research question for this chapter is:

• Can we systematically and efficiently differentiate a bot account from a human account?
• What are the similarities and differences between bots and humans?

3.1.2 Completed Work
Bot detection classifiers While there is a long string of bot detection classifiers [14, 26, 98],
these classifiers have two main flaws: dealing with incomplete data and a multi-platform bot
detector. Bot detection algorithms take in an account’s features and metadata as an input to
perform a prediction of whether the account is a bot or human. However, data collection on
accounts is usually incomplete, which occurs in fast moving events, in historical data that has
already been collected with a smaller set of features or the difficulty of collecting the required set
of features for the algorithm (e.g. rate limits). The second issue of a multi-platform bot detector
occurs because most bot detection datasets and by extension algorithms, are built for the Twitter
platform, resulting in algorithms for other platforms being sparse.

To bridge this research gap, I constructed a multi-platform bot detection classifier that can
handle incomplete input data. This falls on a mixture-of-experts concept [70, 82]. To handle
incomplete data, each input type (e.g., username, post text, account metadata) is handled by a
separate expert. Each expert will then be separately trained on their corresponding data to provide
a preliminary prediction for the account based on the specialized subset of data. The predictions
for each expert will then be aggregated together to provide a final bot prediction. Thus, if the
data is not present for an account, the expert will not be activated, and bot prediction relies on the
rest of the experts, thus accounting for incomplete data. The experts should take in data input in
a input-agnostic fashion, thus accounting for multi-platform functionality of the data stemming
from different social media platforms.

The work on a mixture-of-experts based bot detection algorithm that can be used on Twitter,
Reddit and Instagram is published as BotBuster. It is being packaged as a Docker container for
portability so other researchers can make use of it.
Lynnette Hui Xian Ng and Kathleen M Carley. Botbuster: Multi-platform bot detection using
a mixture of experts. In Proceedings of the International AAAI Conference on Web and Social
Media, volume 17, pages 686–697, 2023.

I further test my methods with both deep learning architectures (e.g., LSTMs, CNN) and
traditional machine learning algorithms (e.g. random forests, logistic regression) to train the
experts. While the hypothesis is that a deep learning algorithm can extract more feature nuances
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and therefore have better performance, a traditional machine learning algorithm will be useful
for general and fast runs without access to a GPU. My results show that bot detection algorithms
do not perform significantly better with deep learning architectures, therefore we can make these
algorithms more accessible by using random forests for each data model.

The work on comparing deep learning and traditional machine learning based models is sub-
mitted for review at:
Lynnette Hui Xian Ng and Kathleen M. Carley. Assembling an ensemble for bot detection with
applications in US 2020 elections. Social Network Analysis and Mining, 2023.

Lastly, I performed empirical analyses across large scale datasets, i.e. the coronavirus and
U.S. elections datasets, to evaluate what is a best threshold value to set for bot detection algo-
rithms. Bot detection algorithms typically need a threshold value, where if the probability of a
bot of an account is above the value, the account is deemed as a bot. In literature, a wide range
of values from 0.2, 0.5 to 0.7 have been used [18, 67, 98]. However, there should be a threshold
value defined that will provide the most stability in a user’s bot score across time. To determine
these threshold values, we evaluate the change in bot probability scores across an increasing
number of posts, finding the values at which there is least random variation of bot probability
scores.

The work on a systematic analysis of bot classification scores is published at:
Lynnette Hui Xian Ng, Dawn C Robertson, and Kathleen M Carley. Stabilizing a supervised bot
detection algorithm: How much data is needed for consistent predictions? Online Social Net-
works and Media, 28:100198, 2022

Differences between bots and humans I annotated the bot probability score of each account
within the Twitter-based data in our datasets. An average of 20% of the user population of
the dataset are classified as bots by the BotHunter detection algorithm. A preliminary manual
investigation on the differences in linguistic cues, social identities and network communication
structures was done. This work has yet to be published. It will be combined with the proposed
work on this section.

Expression of emotions is a social process – emotions tend to be elicited by and expressed
towards others, and regulated to influence other people or comply with societal norms [97]. I
examined the differences in emotions expressed by bots and humans within a protest against a
curfew in the Kashmir region. The results show that bots express a subset of emotions compared
to humans, and are extremely prolific in expressing simpler emotions like sadness and shy away
from more complex emotions like disgust and anticipation [67].

This work has been published in:
Lynnette Hui Xian Ng and Kathleen M Carley. Bot-based emotion behavior differences in images
during kashmir black day event. In International Conference on Social Computing, Behavioral-
Cultural Modeling and Prediction and Behavior Representation in Modeling and Simulation,
pages 184–194. Springer, 2021

I also investigated the topic differences between bots and humans within two different events.
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I do this using the Latent Dirichlet Allocation method of identifying topics [16], which uses a
Gaussian model to decompose a series of sentences into topical themes. In terms of textual nar-
ratives, I did not observe a huge difference in the discourse perpetuated by bots and humans. The
two account types generally used similar phrases, hence expressing the same ideas. However,
the bots in different regions, as measured by the user’s self-expressed location, express differ-
ent ideas. This indicates that topic expression is not by species type, but rather by geographical
boundaries.

One part of this work has been published in:
Lynnette Hui Xian Ng and Kathleen M Carley. Popping the hood on chinese balloons: Examin-
ing the discourse between us and china-geotagged accounts. First Monday, 2023

3.1.3 Proposed Work
Bot Detection Classifiers I propose to extend the bot detection classifier an additional social
media platforms, Telegram. Since there is currently no annotated dataset for Telegram, I propose
to build our own. The data will be obtained from an existing repository of Telegram messages
from Russian war related channels. Then, myself and two other students will annotate a subset of
the data that will be sampled through a stratified sampling method. The bot/human classification
will be the majority class of annotation. Following this, we will use the Mixture of Experts model
as in the BotBuster model to construct a Telegram bot detector.

A bot detection algorithm is also not generalizable if it is can only be used on posts on a
single language. BotBuster, the bot detection algorithm that I developed, can only be used on
the English language. This is not unique as most bot detection algorithms are trained on data
from a single language. Therefore, I propose to build a multi-lingual bot detector. To do so,
I will make use of language-agnostic language models from the HuggingFace repository1 to
represent text posts as vectors. With vectors generated from different languages, we can then
train a bot detection algorithm to interpret different language texts. The text data will come from
two sources: annotated non-English bot data [2], and translation of current bot repository texts
to other languages.

Differences between bots and humans Bots have been observed to be differentiated by the
linguistic cues within their language in their posts [1]. A preliminary investigation shows that
bots and humans use different sets of linguistic cues [96]; bots and humans present themselves on
social media with different sets of identities and emotional values; and bots have a flower-burst
communication network structure, while humans communicate mostly with immediate network
before extending outwards. We propose to extract these bots and analyze their bot characteristics
through social identities, emotional cues and network properties.

Social identities are terms like doctor, lawyer that represents the affiliation of the user to a
social group [54]. On social media platforms, identity presentation and content propagation are
related. Tumblr users often reblog content by other users that present similar identities [108] and
the self-presentation of identities by Facebook users correlate with post popularity [10]. Studies

1https://huggingface.co
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that investigate harmful information on social media observe that different social groups spread
different messages [75]. We propose to extract social identity terms from the user description,
assuming the identity that the user presents is the identity he affiliates with. To do so, we use
social identity terms from the NetMapper software, and profile the top 50 commonly used iden-
tities of bots and humans within each event. Then, we perform statistical analyses to identify
whether the differences in the top 50 terms are significant between the two species across events.

Bot accounts are observed to convey feelings through their texts and images [35, 67]. To
analyze emotional cues, we use the NetMapper software which extracts the number of words
that correspond to each emotion in the text, e.g. anger, joy. We then profile the top 50 commonly
used emotional cues of bots and humans within each event, and perform statistical analyses to
identify whether the distribution of emotions are significantly different across the events.

Lastly, we investigate the differences between bots and humans in terms of their network
communication structure. We construct all-communication networks of the events and analyze
key network metrics of bots and humans. These metrics include: betweenness centrality, eigen-
vector centrality and total degree centrality. Using both quantitative and visual analysis, we aim
to profile the differences in social interaction between bots and humans. A preliminary analy-
sis reveals that bots have a more flower-burst shape in communication structure, while humans
interact with others in a hierarchical fashion, exhibiting several radii of friendship closeness.
Analysis of these metrics will identify whether bots are playing influential roles in disseminating
information, or key roles in joining information paths, or have a huge reach.

3.1.4 Challenges and Limitations

A key challenge with bot detection classifiers is that it must continually evolve and improve by
training on newer datasets to retain the accuracy. The characteristics of bot users have shifted
over time, which calls for continual development and refinement of the algorithms [70]. Also,
bot detection classifiers suffer from the lack of expertly annotated data, especially in platforms
other than Twitter, for which bot detection classifiers are sparse.

In terms of analyzing characteristics of bots and humans, our methods and analysis presents
several limitations. The analysis of linguistic cues in this chapter is based on curated dictionary
lists of the NetMapper and LIWC tools. While these lists are based on psycholinguistic research,
the digital space is dynamic. As new terms spring up and enter commonspeak, these lists need to
be updated frequently and newer sets of data need to be run against the updated lists to capture
the language of the time. While self-presented identities is a way of identifying social groups on
social media, not all users present their affiliations online. Thus, these users are not accounted
for in the analysis. Lastly, network analysis is useful for understanding social communication
structures and dynamics, but it does not fully capture all the relevant factors and interactions
within a social network. These characterization of the bots and humans are based on simplified
structures and further observation are required to construct a comprehensive view of the bot-
human differences.
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3.2 Habitat: Types of Bots (Ch. 2)

3.2.1 Research Questions
After analyzing the bot-human ecosystem as a whole, this chapter examines the bot habitat in
terms of different types of bots. Bots are not homogeneous and are used for different functions
in the digital space [4]. Groups of bots are used for different purposes: health communication
[4], marketing and advertising [89], and malicious means such as exaggerating social situations
to cause panic in emergencies [81].

The key research questions for this chapter is:
• What are the types of bots that live in the social media space?
• What is the habitat that different types of bots live in? That is, what type of actors use each

type of bots, and what are their network interactions like.
• What are the characteristics of the different types of bots?
In this chapter, I propose to break down the generic Bot type into several commonly oc-

curring archetypes based on their behavioral characteristics. This expands and harmonizes the
taxonomies constructed in previous work which defines subtypes of bots as crawlers, chat bots,
spam bots, social bots, sock puppets and cyborgs [43, 88]. I opt for the use of behavioral char-
acteristics as definitions in order to ensure that the bot type definitions can be timeless. I then
propose computational methods to automatically identify these bots, which aids in increasing the
throughput that bots can be classified into archetypes.

3.2.2 Completed Work
Types of Bots Completed work includes a literature review to determine the different types of
bots that have been previously observed, and synthesize definitions in terms of their function and
activity. Figure 3.2 shows the current typology of bots and examples of their uses in the social
media space.

After synthesizing the definitions, I developed methods to systematically detect these types
of bots and profile their activity on social media. From first identifying which users are bots
using a bot detection algorithm, I then breakdown the bot users into several commonly occurring
types. I developed a classification that characterizes each type of bot in terms of a broad def-
inition, detection methods, and their linguistic and network properties, providing finer-grained
information towards that works across social media platforms.

My methodologies for identifying each type of bot are as follows:
• Self-Declared Bot: Parse the usernames, screenanmes, description or other metadata of the

bot to identify the term “bot”
• Cyborgs: Identify bots through frequent changes of bot classification, i.e. change of class

from bot to human and vice versa.
• News Bots: Since most social media posts about news are usually a news headline with a

referral link to the actual news site, I construct a machine learning model that is trained on
a dataset of news headlines. This dataset contains news headlines across politics, sports,
science, business and so forth [45]. For each bot, run the news model through its posts to
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Figure 3.2: Types of Bots and examples of uses

identify whether each post is likely to be a news headline or not. I deem a news bot as a
bot that has 80% of its posts being news headlines.

• Announcer Bots: I propose to identify periodic announcer bots as bots that post a message
at every time interval. The message pattern is typically templated. I identify these bots by
constructing a frequency-domain graph representing the number of posts across time for
each bot. Then I transform this into a time-domain graph using the Fast Fourier Transform
(FFT) technique. If the FFT graph results in clear peaks, there is a periodic time interval
of posts and the bot is thus an announcer bot.

• Amplifier Bots: Construct a share/retweet or mention network where nodes are users and
links between users represent that the users share/retweet/mention each other a lot. Am-
plifier bots are bots that perform these mechanics very frequently, and can be discovered
by finding the central users of the network.

• Repeater Bots: Embed the text of tweets into vectorized forms, by using multilingual
language models from the Hugging Face repository (https://huggingface.co/
docs/transformers/multilingual), then performing a all-pairs comparison be-
tween all the vectors to identify same/similar vectors. Bots that frequency post similar
vectors are deemed to be constantly repeating the same messages.

• Bridging Bots: Split an all-communication network into groups by the Louvain cluster-
ing algorithm [32], which finds cliques of users based on the strength of their ties in the
network. Identify bridging bots as bots that communicate between two groups.

• Content Generation Bots: Parse the ratio of original content to shared contend (shares/
retweet) a bot posts. A content generation bot posts a large proportion of original content.
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Work on identifying and analyzing Cyborgs is under review at:
Lynnette Hui Xian Ng, Dawn C Robertson, and Kathleen M Carley. Cyborgs for strategic com-
munication on social media Big Data and Society, 2023

Work on Repeater Bots is to appear at:
Charity S Jacobs, Lynnette Hui Xian Ng and Kathleen M Carley. In International Conference on
Social Computing, Behavioral-Cultural Modeling and Prediction and Behavior Representation
in Modeling and Simulation, 2023 To appear.

3.2.3 Proposed Work

Types of Bots Currently, the types of bots are characterized by separate identification algo-
rithms. It will be useful to consolidate all these algorithms into a single tool that begins with the
determination of bot/human of an account. I propose to develop an all-in-one bot type detection
tool that combines the detection methodologies of all the separate detectors for each bot type.
This tool should take in information about a social media user and return the type(s) of bot the
user is. The tool should be platform agnostic and be able to take in data from all the platforms
studied in this thesis.

Habitat and Characteristics of Types of Bots After profiling each type of bot, I will construct
case studies to showcase the key properties of the bot type using our collected data. This step
also validates the ability of our methodology in detection of each type of bot. I will analyze char-
acteristics via the comparison of linguistic cues and the patterns of network interaction between
the bots and other users (both bots and humans). This involves investigating and identifying the
different types of bots throughout the separate events and across the many social media platforms
in terms of their linguistic and network differences.

3.2.4 Challenges and Limitations

One key limitation of this typology is that the archetypes of bots and their profiles can evolve
along with the evolution of social media platforms and the digital era. The typology hence
needs to be constantly scrutinized and updated in order to keep up with the times. Similarly,
because many of the methodologies rely on observation and training machine learning models
on collected datasets, these algorithms need to be retrained alongside the evolving definitions.

While efforts are made to construct as comprehensive a typology as possible, there are likely
to be bot types that we have not observed and thus are unable to profile. This could be because of
the scope of data collection efforts, resulting in the restriction of observed bot types, or it could
be a lack of awareness and observation on our part.

16



3.3 Community: Coordinated Bots (Ch. 3)

3.3.1 Research Questions

No bot is an island. This chapter examines the clique formation of bots in coordinating the infor-
mation and influence spread. Coordination is the deliberate synchronization of users across time,
space and narratives. Coordinated groups on social media can pose a threat to the social fab-
ric through the organization of campaigns and protests [87]. Analysis of 16 countries revolving
around the 2011 Arab Spring protests show there is a correlation between online synchronization
and offline protests [87], and an analysis of similar texts in the 2011 United States Capitol Riots
reveal groups of bot user clusters supporting disinformation narratives and themes, alongside an
actual riot echoing some of the themes present on social media [75].

The key research questions for this chapter is:
• How do bots synchronize with each other to disseminate information
• How do bots coordinate together to increase influence?
This chapter proposes to develop methods to analyze coordination across three dimensions

(time, space and narratives), cumulating in a Combined Synchronization Index to measure the
extent which an individual user coordinates among other users.

3.3.2 Completed Work

Coordination across time Several studies analyzed coordination between users across time
[62, 80, 101]. This involves setting a specified time window and identifying users that perform
a certain social media action (e.g., post with the same hashtag, post with the same @mention)
frequently within the same time window as synchronizing users.

I adapted this methodology across multiple events in the United States to identify coordinat-
ing users. I then investigated further into the users and profile the types of users that coordinate
across multiple social media actions [68].

These work on coordination across time has been published in the following:
Thomas Magelinski, Lynnette Ng, and Kathleen Carley. A synchronized action framework for
detection of coordination on social media. Journal of Online Trust and Safety, 1(2), 2022
Lynnette Hui Xian Ng and Kathleen M Carley. Online coordination: methods and comparative
case studies of coordinated groups across four events in the united states. In Proceedings of the
14th ACM Web Science Conference 2022, pages 12–21, 2022

Coordination across space Coordination among users can take place across space, namely
across social media platforms. This cross-platform coordination can be analyzed using similar
texts or similar URLs [75]. There are a variety of users that spread discussion across platforms
about the 2020 US election fraud and incite protests: bidirectional introducers, repeat introducers
and cross-platform linkers [64].

I analyzed coordination by bots across space by first extracting bot users and the texts they
post. Then, I converted the text into a contextual vector representation. The vector representa-
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tion facilitates the next step, all-pairs vector comparison. With this vector data, I can identify
similar texts, and by extension the users that spread those similar texts. In order to process the
large amount of vector data, I used FAISS, a library for efficient similarity search developed by
Facebook [52]. From identifying similar texts, I constructed a network where the nodes are texts
and the links are weighted by the similarity of texts. I then deduce the user-user network, where
the nodes are users, and the links represent the total similarity weight that the texts between two
users have. I then analyzed the network structure and identified important coordinating users and
clusters within the network.

We performed this analysis of coordination across space with Twitter and Parler data sur-
rounding the 2021 US Capitol Riots.

These work on coordination across space has been published in the following:
Lynnette Hui Xian Ng, Iain J Cruickshank, and Kathleen M Carley. Cross-platform information
spread during the january 6th capitol riots. Social Network Analysis and Mining, 12(1):133, 2022

Coordination across narratives One dimension of narrative coordination is coordination through
the use of similar texts. Narrative coordination identifies users that post similar texts within the
scope of conversation as synchronized users. To analyze coordinating users, I first represent texts
a vectorized form, e.g. using BERT vectorization techniques [31]. With all the texts vectorized,
I compare them to each other in a pairwise comparison and rank the similarity between the pairs
using the Euclidean distance measure [74]. Then, I employ network science techniques to con-
struct a text-text network graph, where nodes represent texts and two texts are linked together if
they are at least 70% similar. From this, I can derive user-user network graphs, where nodes are
users, and two nodes are linked together if they have texts that are at least 70% similar, providing
avenues for further insights on the influential coordinating users within the network.

Another dimension of narrative coordination is coordination through the use of images. Im-
age coordination identifies users that post similar images within the conversation as synchronized
users [76]. Work in analyzing themes of similar images include finding image clusters in a ac-
tivist event [67], and the analysis of groups of images shared by state-sponsored Russian bots
during an influence campaign [110].

I represent images in a vector form using image representation techniques like ResNet50
[47]. With each image represented as a vector, I find similar images by performing an all-pairs
comparison, calculating the Euclidean distances between the image vectors. I incorporate net-
work techniques to form a image-image network graph where nodes are images and two images
have a link with each other if they are at least 70% similar in terms of their image vector repre-
sentation. From this image-image network graph, I form a user-user network graph, where nodes
are users and links between two users represent that they have very similar images. This adapts
the methodology from past work which constructs network graphs representing the similarity of
political images disseminated by Russian bots, whereby these bots are highly effective in sowing
discord using image coordination techniques [110].

I analyzed coordination across narratives with datasets such as the ReOpen America dataset,
the U.S. elections datasets and the Coronavirus datasets. I further analyzed the properties of the
users that coordinate using images, investigating the common countries, languages and so forth
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of these users.
Work completed on coordination across narratives has been published in:

Lynnette Hui Xian Ng, Iain J Cruickshank, and Kathleen M Carley. Coordinating narratives
framework for cross-platform analysis in the 2021 us capitol riots. Computational and Mathe-
matical Organization Theory, pages 1–17, 2022
Lynnette Hui Xian Ng, JD Moffitt, and Kathleen M Carley. Coordinated through aweb of im-
ages: Analysis of image-based influence operations from china, iran, russia, and venezuela. arXiv
preprint arXiv:2206.03576, 2022
Lynnette Hui Xian Ng and Kathleen M Carley. Online coordination: methods and comparative
case studies of coordinated groups across four events in the united states. In Proceedings of the
14th ACM Web Science Conference 2022, pages 12–21, 2022

Combined Synchronization Index Finally, this chapter seeks to develop a Combined Syn-
chronization Index which serves to measure a user coordination across the different coordination
dimensions. This index provides an overall quantification of coordination across dimensions
within an event, which allows for ranking of users. I performed a study across six Twitter datasets
that show that bot-bot pair exhibit the most synchrony [71]. The harmony and dissonance of the
index with network centrality values can be used to observe the presence of organic and in-
organic coordination, providing insights into the species that are actively amplifying messages
surrounding the event.

The formulation of this index has been integrated into the ORA software under “Coordina-
tion Analysis” report. It has been published at:
Lynnette Hui Xian Ng and Kathleen M Carley. A combined synchronization index for evaluating
collective action social media. Applied network science, 8(1):1, 2023

3.3.3 Proposed Work
Coordination across time Much of the coordination work across time involves defining a time
window, whereby users that perform the same action within that time window are regarded as
coordinating. However, the definition of this time window has been fluid, ranging from 5 minutes
[62, 101] to 30 minutes [68]. I propose to investigate and define an appropriate time window that
should be used to bound the extraction of coordinating users. Past work have demonstrated that
too small a time window results in very little coordinating users, while too large a time window
results in a large number of noise [68, 100]. Therefore, the qualitative definition of “coordinating
users” and the empirical definition of “time window” needs to be properly defined prior to user
analysis in order to accurately extract the bot users that are coordinating for downstream analysis.

Combined Synchronization Index With the formulation of the Combined Synchronized In-
dex, it is possible to compare the extent of coordination of bots, and even different types of bots
in different events. I propose to calculate the Index of users in the suite of event datasets that
I have collected. I would then profile the type of bot per user and perform statistical tests that
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provides understanding towards the nature of synchronization of different types of bots. For ex-
ample, I would expect that Announcer Bots do not synchronize much as their primary function is
to broadcast events; while News Bots will have a mixture of high synchronization where they will
mention other related news outlets or aggregate posts from a certain group of news outlets, and
low synchronization of original news bots that post news fresh off the press. I would also identify
bot users that appear in more than one event, and analyze their synchronization index, thereby
providing insight to whether users in different events coordinate differently, and the patterns of
coordination in different event types.

3.3.4 Challenges and Limitations

One limitation with regard to constructing bot detection algorithms is with respect to the training
dataset. The algorithms are trained on the OSOME bot repository datasets. While this large
training dataset lends weight to the generalizability of the algorithm, the algorithms might not be
entirely effective in identifying bots in other unseen domains, such as the protests and coronavirus
events that were analyzed in this thesis.

Another limitation is that much of this coordination is calculated in terms of similar high
frequency activity within a specified time window. There are temporal nuances to time window
specification in detection of coordination: too small a time window results in high coordination
[100], while too loose a time window results in sparse coordination [68].

3.4 Ecosystem Interaction: Biases (Ch. 4)

3.4.1 Research Questions

After studying bots as an individual species, this chapter studies the interaction between both
bot and human species. Social media bots have been known to persuade humans, for example,
convince humans to join an activist cause [83], or sway humans on political stances [60]. To
understand what makes their persuasion effective, I propose to study their persuasive techniques
in terms of the biases they employ. Biases are systematic inaccuracies, that therefore leads to
certain behavior. This includes structural, social-cognitive and cognitive biases. Structural biases
is often also described as population biases, where different demographic slices of the population
(e.g. gender, race, income, education etc.) react differently [51]. Social-cognitive biases refer to
how different social groups interpret the same information differently [21]. In the 1970s, the term
“cognitive bias” was coined to describe the human systematically flawed patterns of responses to
judgment [94], thereby creating their own versions of social reality based on their sensory input
[44]. Cognitive biases can be manipulated which exacerbate their negative effects, and have been
shown to be influenced in information seeking behaviors and outcomes [7].

The key research questions for this chapter is:
• What are the human biases that Bots target? This includes structural, social-cognitive and

cognitive biases.
• Do different types of bots target different biases?
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3.4.2 Completed Work
This chapter proposes to profile the cognitive biases that bots leverage on to spread their mes-
sages and influence humans. I propose to profile the biases in terms of the TTP framework: the
employment of general intent (Tactics), the methods employed (Techniques) and the step-by-step
implementation process (Procedures) [48].

The completed work within this chapter involves some literature review.

3.4.3 Proposed Work
To analyze the methodology that bots use to spread their messages, I propose to profile biases in
terms of their TTPs. This will be done by analyzing multiple datasets to identify the TTPs that
bots used to target human cognitive biases in order to disseminate their messages. In order to
make my work generalizable, I will perform this analysis across several social media platforms:
Twitter, Facebook and Instagram. This will demonstrate that regardless of platform structure and
mechanics, the types of biases that are typically used for information propagation are similar.

We will conduct initial empirical analysis to systematically uncover these biases across so-
cial media platforms. To do so, we propose using a series of techniques that range from natural
language processing methods of similar text matching [75] to network science methods of de-
tecting amplification through excessive retweet/sharing. These methods have been established in
the previous chapter which was used to identify different archetypes of bots through their social
media mechanics. We then propose to use qualitative analysis to group and identify the TTPs
that the bots use in harnessing the cognitive biases in their bid to disseminate their messages.

Structural Biases We plan to study structural biases by studying two slices of society: gender
and identities. We would infer the identities users affiliate themselves with based on identifying
self-presented identities, which are identities that social media users write about within their
profile information. These identities include information about gender (i.e., male, female, mom,
dad) and social identities (i.e., artist, writer, scientist). These identities are derived from a lexicon
curated from a population census [73].

Past work has shown that people of different ages and genders tweet differently, and under-
standing of such structural biases can lead to better understanding of algorithmic biases [51].
Bots are also observed to exhibit some form of biases, e.g. chat bots do exhibit gender biases
[36]. We thus build on this literature to examine the presence of biases exhibited through the
language uses in bots and profile them in terms of TTPs.

Cognitive Biases We propose to study 6 cognitive biases within two large categories: Infor-
mation Overload and Societal Bias. These cognitive biases are adapted from past work on com-
batting fake news [59]. Figure 3.3 shows the cognitive biases and the TTPs that we propose to
be studied within this thesis.

Social-Cognitive Biases In terms of social-cognitive biases, we plan to study how different
social groups interpret information differently, and therefore how bots change their language
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Figure 3.3: Cognitive Bias and TTPs that Bots use

and interaction based their targeted social groups. The social groups we plan to look at include
groups that present different types of ideologies, e.g. pro- and anti-vaccination groups.

3.4.4 Challenges and Limitations
One key limitation is that in our review of biases, it is impossible to discuss all the different
techniques that emerge from bot automation. Therefore, we pick the most salient biases that
are common across multiple social media platforms. We hope that our discussion points help
the field to critically reflect upon the techniques of bots and provide a starting point for future
research in this area.

For each type of bias, the TTPs used by different types of bots may vary and the framework
needs to be adapted or modified to capture the unique characteristics for employed by different
community of bots.

3.5 Ecosystem Changes: Simulation as a test bed (Ch. 5)

3.5.1 Research Questions
The final chapter of the thesis integrates work from earlier chapters to synthetically generate the
activity and interactions within the social media ecosystem. This chapter contributes to ongoing
efforts of projecting effects of bot activity in the social media space [6, 63].
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The key research question in this chapter is:
• How much pressure from Bots is required to change the ecosystem?

3.5.2 Completed Work
Completed work observed that there are users within the twitter space that change stances with
respect to their opinion towards the 2020 Coronavirus vaccine (pro-vaccine, anti-vaccine) [69].
This work observed that users are more likely to change stances if they are surrounded by co-
ordinating bots of opposite stances. This work built a social influence model to profile users
in terms of their intrinsic properties (measured by linguistic properties of the texts in previous
posts) and extrinsic environment (network connections with other social media users) and predict
the probability the users will change stances.

This model has been published in:
Lynnette Hui Xian Ng and Kathleen M Carley. Pro or anti? a social influence model of online
stance flipping. IEEE Transactions on Network Science and Engineering, 10(1):3–19, 2022

Another work completed analyzed the circumstances which social influence operations are
likely to succeed. To do so, we intentionally provoke the stances on a simulated network and
analyze the trade off between perturbing stances and maintaining influence. The results show
that influential agents are the best types of agents to provoke to cause changes (similar to how
Taylor Swift can get people to vote), and the most effective and widespread change happens with
cascading of local ego networks.

This work is to appear in:
Peter Carragher, Lynnette Hui Xian Ng and Kathleen M Carley. In International Conference on
Social Computing, Behavioral-Cultural Modeling and Prediction and Behavior Representation
in Modeling and Simulation, 2023. To appear.

3.5.3 Proposed Work
I propose extending current research to on flipping stances and stance perturbation strategies
to build a bot simulation model [69]. Past work on stance perturbation strategies investigated
that influential agents are the best at causing an overall stance change throughout a scale-free
network, and about 20-25% of agents need to perturb the network to provide sufficient pressure
for a stance change.

I propose to build a social influence model [41] to characterize the users. This model will
contain of two parts: (1) intrinsic variables which will be obtained by linguistic values of posts
that the users put forth, i.e. number of pronouns, number of angry words; and (2) extrinsic
variables which will be obtained by centrality measures of an users within an all-communication
network. The initial base networks will be formed through the suite of datasets I have collected,
thus relying on real-world data as an input. As such, the input data will mimic real-world data
and the simulation will be more realistic.

For this simulation,Iwe will focus on the change in stance towards a key topic of the dataset,
e.g. for the US elections dataset, the key topic will be support for democrat/republican. At each
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time step of the simulation, the user stances will be re-evaluated in accordance to their intrinsic
and extrinsic values. Their stances will be changed in accordance to the algorithms if need be. I
will run the simulation to analyze if stances in a social network environment will converge to a
single stance, and investigate the properties of key users that will put high pressures on flipping
stances.

Another scenario to run is to manipulate the values of bot accounts. For example, artificially
increasing or decreasing some intrinsic values to simulate the bots posting excessively and ex-
pressing those particular values (e.g. amplifier bots). Similarly, a third scenario manipulates the
values of extrinsic variables to simulate the increase or decrease of influence of bot accounts.
This simulation scenario will tell us the effect of bot accounts on the ecosystem.

To evaluate the accuracy of the simulation model, I propose to validate with real-world data
from our collected dataset. Thus, I propose to process our collected datasets at several timesteps,
e.g. every month. Then, I will run our simulation model till the same time step to obtain simu-
lated user data. I will then compare the differences in the number of users that express each type
of stance between the simulated and the real-world dataset.

3.5.4 Challenges and Limitations
The primary challenge of building a social influence model to simulate the pressure from bots
on opinion change is the lack of data. In my past study on flipping stances towards the Coron-
avirus vaccine, only 1% of the users in the dataset are observed to flip stances [69]. Therefore,
the dataset of users that change opinions on social media can be rather sparse, which makes
validation of the simulation against real-world data difficult.

A key limitation of observation of ecosystem changes is that users with extreme opinions are
typically more vocal on social media. Therefore, the model and simulation are more likely to be
favor the stances of the vocal group and will not capture the opinions of the silent majority [65].

Another limitation is the validation of synthetic scenarios and the applicability to real-life.
While the construction of simulation parameters and initial social network is based on the stud-
ies in the preceding chapters, these synthetic scenarios may not fully capture the complexity
and nuances of real-world persuasion from bots and opinion changes. There may be confound-
ing variables not discovered or accounted for within this thesis. It is also unethical to probe a
real network to validate our hypotheses, thus we need to rely on corresponding our results with
collected data from different timesteps.
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Chapter 4

Contributions

4.1 Theoretical Contributions

This thesis presents several interdisciplinary theoretical contribution to understanding social
media bots. Fundamentally, we reframe the study of bots in the online space in terms of an
ecosystem-habitat-community point of view. This showcases bots as a species in the information
environment from a macro perspective to the micro communities. This thesis further recognizes
the two interconnected species (bots and humans) in social media platforms, and provides a
wide lens to understand the characteristics of each species, alongside their interactions within
the ecosystem.

The coverage of this thesis across global and regional events and four social media platforms
acknowledges the dynamic nature of the information environment and the interaction between
bots and humans. By connecting several social media platforms together, this thesis builds the
foundational mechanics and properties of social media bots. After establishing this mechanics
and properties of bots, this thesis proposes to develop a simulation model to project the effect of
bots on the digital social space [69], benefiting existing work with insights beyond the static time
period.

From a social cybersecurity standpoint, I strengthen connections between rich literature of
bot detection with cross-platform bot detection algorithms [70] and studies of bot detection algo-
rithms [77]. I build on past research of bot identification to synthesize a bot typology to charac-
terize bots by their online behavior and actions, providing further granularity into the variations
and archetypes of bots. I expand the scope of studying coordination in social media beyond
looking at temporal means [71, 74] to identifying narrative [74, 75] and image coordination [76].

Overall, this thesis offers new ways of thinking about the relationship of bots and humans
within the social media space which contributes to the nuanced understanding of the personality
of bots within the social media ecosystem. The proposed range of approaches and data within this
thesis contributes to a comprehensive understanding of automated bot users in the information
environment, providing theoretical insights that underscores the unique roles and interactions
different types of bots play in the information society.
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4.2 Methodological Contributions
This thesis contributes a series of interoperable methods for characterizing bots in social media
platforms. These tools range from bot detection tools (BotBuster, BotBuster For Everyone) that
have been implemented in the CASOS servers to tools that characterize types of bots (News Bot
detector, Cyborg Hunter), to tools that analyze the degree of user synchronization (Synchronized
Action Framework, Combined Synchronized Index) which have been integrated in the ORA
software. Figure 4.1 summarizes the completed and planned tools in this thesis. These tools have
been used across a wide range of events and social media data within this thesis, showcasing their
versatility and interoperability.

In terms of detection of bots, this thesis goes beyond the binary bot classification which
differentiates bots vs humans. Besides constructing a novel bot detection algorithm that can
provide multi-platform classification [70], it further provides finer-grained differentiation of the
type of bots. This novel classification provides insights into the personality and tactics of the bot
user.

Furthermore, this thesis integrates empirical findings into a simulation package to project the
influence and effect bot activity have on population dynamics. This practical contribution pro-
vides a valuable resource for researchers and analysts in the field, offering a method of studying
long term effects of the social media mechanics that bots employ.

Figure 4.1: Summary of Tools developed in this thesis

This thesis also offers several dataset contributions. Curating bot datasets for this thesis
did not consist only of passive collection. The datasets were enriched with labels representing
bot/human probability and linguistic cues [8, 55, 62, 70, 71, 75, 95, 96, 98]. These datasets are
also readily available for future research beyond the scope of online hate.
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Figure 4.2 shows a summary of the completed and planned contributions for this thesis.

Figure 4.2: Summary of Completed and Planned Work

4.3 Academic Contributions
Work for this thesis has already resulted in a series of publications at journals and conferences.
These have presented an analysis of the differences and similarities of bots and humans (The Big
Book of Bots), bot detection algorithms and typology of bots (Online Social Networks and Media
[77], ICWSM [70]), coordinated bot analysis (Applied Network Science [71], Social Network
Analysis & Mining [75]) and simulations of bot activity (IEEE Transactions of Network Science
[69]). In addition, a book titled The Big Book of Bots is being prepared for publication with a
university press. Further academic submissions will also be prepared based on planned work.
Figure 4.3 shows a summary of the published and in-progress academic contributions.

The list of published academic contributions of this thesis are as follows:

Chapter 1: Bots and Humans
• Lynnette Hui Xian Ng, Dawn C Robertson, and Kathleen M Carley. Stabilizing a super-

vised bot detection algorithm: How much data is needed for consistent predictions? Online
Social Networks and Media, 28:100198, 2022

• Lynnette Hui Xian Ng and Kathleen M Carley. Botbuster: Multi-platform bot detection
using a mixture of experts. In Proceedings of the International AAAI Conference on Web
and Social Media, volume 17, pages 686–697, 2023

• Lynnette Hui Xian Ng and Kathleen M Carley. Bot-based emotion behavior differences in
images during kashmir black day event. In International Conference on Social Computing,
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Behavioral-Cultural Modeling and Prediction and Behavior Representation in Modeling
and Simulation, pages 184–194. Springer, 2021

• Lynnette Hui Xian Ng and Kathleen M Carley. Popping the hood on chinese balloons:
Examining the discourse between us and china-geotagged accounts. First Monday, 2023

Chapter 2: Types of Bots
• Charity S. Jacobs, Lynnette Hui Xian Ng, and Kathleen M. Carley. Tracking china’s cross-

strait bot networks against taiwan. In Robert Thomson, Samer Al-khateeb, Annetta Burger,
Patrick Park, and Aryn A. Pyke, editors, Social, Cultural, and Behavioral Modeling, pages
115–125, Cham, 2023. Springer Nature Switzerland. ISBN 978-3-031-43129-6

Chapter 3: Coordinated Bots
• Lynnette Hui Xian Ng and Kathleen M Carley. Do you hear the people sing? comparison

of synchronized url and narrative themes in 2020 and 2023 french protests. Frontiers in
Big Data, 6:1221744

• Lynnette Hui Xian Ng, Iain J Cruickshank, and Kathleen M Carley. Coordinating narratives
framework for cross-platform analysis in the 2021 us capitol riots. Computational and
Mathematical Organization Theory, pages 1–17, 2022

• Adya Danaditya, Lynnette Hui Xian Ng, and Kathleen M Carley. From curious hashtags
to polarized effect: profiling coordinated actions in indonesian twitter discourse. Social
Network Analysis and Mining, 12(1):105, 2022

• Lynnette Hui Xian Ng and Kathleen M Carley. A combined synchronization index for
evaluating collective action social media. Applied network science, 8(1):1, 2023

• Lynnette Hui Xian Ng and Kathleen M Carley. Online coordination: methods and com-
parative case studies of coordinated groups across four events in the united states. In
Proceedings of the 14th ACM Web Science Conference 2022, pages 12–21, 2022

• Thomas Magelinski, Lynnette Ng, and Kathleen Carley. A synchronized action framework
for detection of coordination on social media. Journal of Online Trust and Safety, 1(2),
2022

Chapter 4: Biases There is no published academic contributions for this chapter.

Chapter 5: Simulation as a Test Bed
• Lynnette Hui Xian Ng and Kathleen M Carley. Pro or anti? a social influence model of

online stance flipping. IEEE Transactions on Network Science and Engineering, 10(1):
3–19, 2022

• Peter Carragher, Lynnette Hui Xian Ng, and Kathleen M. Carley. Simulation of stance
perturbations. In Robert Thomson, Samer Al-khateeb, Annetta Burger, Patrick Park, and
Aryn A. Pyke, editors, Social, Cultural, and Behavioral Modeling, pages 159–168, Cham,
2023. Springer Nature Switzerland. ISBN 978-3-031-43129-6
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Figure 4.3: Summary of Published and In-Progress Publications

4.4 Limitations
There are several limitations within the scope of this thesis. The first limitation is that the anal-
yses are largely Twitter based due to the availability of annotated data and the ease of large data
collection at the time of the studies. While we have also evaluated the presence of bots on other
platforms, i.e., Twitter, Reddit, Instagram and Facebook, these studies are much smaller scale
than the Twitter studies. With the constant change in API structures and limits of social me-
dia platforms, we must constantly shift strategies to continue to study the online space. New
platforms and mediums of information communication are discussed and the study of bots must
evolve as the digital ecosystem evolves.

Second, the studies are largely English-based, and most datasets are filtered to contain only
social media posts in English. This is unfortunately a language barrier. Complementary studies
of bots in other languages [3, 19, 29] are suggested by literature, but are beyond the scope of
this thesis. Developed tools may be extended to contain multi-lingual properties, and adapted to
address the transfer of models across languages.

Lastly, bots are dynamic creatures in the digital social space. They will constantly change
and adapt to the evolving social environment. In doing so, they will evade machine learning bot
classifiers that are based on identifying common patterns from past input. While their funda-
mental behavioral characterizations should remain unchanged, their methodologies will evolve
alongside new social media platforms and mediums arise, and also when social media platforms
place restrictions or leave loopholes.
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Chapter 5

Timeline

Figure 5.1 shows the timeline of completed work prior to this proposal.

Figure 5.1: Completed Work

Figure 5.2 shows my proposed timeline from Fall 2023 through my projected thesis defense
in April 2026.
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Figure 5.2: Proposed Timeline
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